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Anthropogenic aerosols enhance cloud reflectance of solar radiation by increasing 

the number concentration of cloud droplets that form on aerosols1. This process is 

referred to as the first aerosol indirect effect (AIE), and acts to substantially offset 

the warming caused by greenhouse gases. However, the first AIE is poorly 

quantified, which in turn leads to large uncertainties in the sensitivity of climate to 

changing greenhouse gas concentrations2. Here we show from analysis of satellite 

data that model parameterization of aerosol-cloud interactions based on 

local/regional measurements of the relation between cloud drop and aerosol number 

concentrations does not represent the real process of the first AIE, because these 

measurements implicitly contain a term associated with the co-variation of aerosol 

concentration and entrainment/mixing processes in clouds, thereby leading to large 

errors in calculation of aerosol radiative forcing. Removal of this mixing-aerosol 

correlation term reduces the global mean value and the uncertainties of the first 

AIE to about half of those recently published. This finding also explains the 

disparity between forward and inverse model estimates of indirect aerosol forcing3.  

 

The forcings that drive long-term climate change have not been understood well 

enough to forecast future climate. One of the problems is that the first AIE is not well 
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constrained in global climate models. Using currently accepted upper limit of the first 

AIE, the equilibrium response of global mean temperature to an equivalent doubling of 

CO2 concentration (called climate sensitivity) was estimated by models as high as 10 K4, 

5. However, the accepted climate sensitivity is likely in the range of 1.5 – 4.5 K6. 

Additionally, a systematic disparity among models exists for the aerosol-induced cooling 

tendency, termed as the indirect aerosol forcing. On average, forward model calculations 

of the indirect aerosol forcings are stronger than those inversely inferred from the total 

forcing required to match climate model simulations with observed temperature changes 

(–1.5 vs. –1.0 Wm-2), and are more than twice uncertain than those from the inverse 

calculations as well3. By constraining the predictions of climate models with satellite 

observations, it was found that the aerosol-induced cooling effect was overestimated by 

models likely due to the improper parameterization of the relationship between aerosol 

number concentration (Na) and cloud droplet number concentration (Nc)7, 8.   

It has been recently shown that an increase of aerosol loading leads to concurrent 

increases of droplet concentration and relative dispersion of the cloud droplet size 

distribution, and that in contrast to the enhanced droplet concentration, the enhanced 

dispersion leads to a warming dispersion effect on climate9. Therefore, the first AIE 

should be a sum of the two competing effects arising from the change in droplet 

concentration and relative dispersion. Subsequent general circulation model (GCM) 

studies10, 11 have further shown that although the dispersion effect offsets some cooling, 

the reduction is not enough to reconcile the GCM estimates with those constrained by 

observations. Using satellite observations over the Northeast Pacific near California 

coast, our recent study12 showed that the observed correlation between Nc and Na does not 

represent the Nc’s direct response to the change in Na (as required in the GCM 

parameterization) unless all the clouds observed are subject to entrainment/mixing 

evaporation with ambient dry air uniformly. Otherwise, a correlation term arising from 
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the spatial co-variation between the mixing evaporation and the aerosol concentration is 

included. Because of its high sensitivity to the relation between Nc and Na
13-15, the aerosol 

indirect forcing calculated using the correlation term-tinted Nc - Na relation is therefore in 

error. Is this correlation term responsible for the aforementioned inconsistencies among 

global model estimates? Motivated by this question, here we evaluate the first AIE 

unbiased by the correlation term using satellite observations on near-global scale.  

During June, July and August (JJA), stratocumulus clouds frequently occur on the 

eastern side of the subtropical oceans, providing the best opportunity to observe the first 

AIE on large scale. In this study, satellite observations over the North-eastern Pacific 

(NEP), the South-eastern Pacific (SEP), the North-eastern Atlantic (NEA), and the South-

eastern Atlantic (SEA) during JJA of 2000 to 2002 (Fig. 1) are utilized to evaluate the 

first AIE with and without the correlation term by IEL and IEH, respectively12, (see also 

Supplementary Information) i.e., 

a
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where, re is cloud effective radius, τa aerosol optical thickness, H cloud geometric 

thickness, and L liquid water content at cloud top; Δ means taking difference between 

clean and polluted clouds. In non-precipitating stratocumulus clouds re is related to 

droplet number concentration through re ∝ ωL1/3Nc
-1/3, where ω is a non-dimensional 

parameter depicting the dispersion of cloud drop spectrum. Note that τa is here used as a 

proxy of Na. IEL is equivalent to ⅓(ΔlnNc/ΔlnNa) minus the dispersion effect9, 12 (i.e., 

Δlnω/ΔlnNa).  

In Fig.2, we compare IEH, IEL and AIEs from in situ measurements published by 

previous investigators13, 16–23. Remarkably, the uncertainty in IEH (Fig. 2a) is greatly 
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reduced to only about half of those AIEs containing the correlation term (Figs. 2b and 

2c). Also reduced is the contrast of the first AIEs between northern and southern 

hemispheres. On the other hand, the first AIEs with the correlation term have comparable 

uncertainty despite the different methods and data used. It is also noticed that there is 

about a 0.1 difference in the means between satellite and in situ measurements. This 

difference, also reported in other satellite observations24, is likely due to the 

aforementioned dispersion effect9 and the lack of measurements from the southern 

subtropical oceans, where, as we show later, the correlation term usually weakens the 

observed first AIE. 

To understand the physics underlying the above results, we investigate the sign and 

the magnitude of the correlation term. For non-precipitating stratocumulus, because H is 

proportional to the maximum liquid water content at cloud top25, the ratio R=L/H can be 

used as a measure of the degree of mixing evaporation. It is seen from Fig.3 that the 

correlation between lnR and lnτa is contingent on location and time: the strongest positive 

correction is found in NEP and the strongest negative correction is found in SEA. For 

SEP and NEA, the sign of the correlation changes from year to year. Consequently, as 

show in Fig.4, IEL positively deviates from IEH in NEP and negatively deviates from IEH 

in NEP; the range of IEL is therefore broader than that of IEH. The insensitivity of IEH to 

ΔlnR/Δlnτa confirms that IEH measures the first AIE approximately without containing 

the correlation term. It is noticed that although local measurements of IEL can be biased 

largely in either directions, the difference between averaged IEH and IEL is rather small 

(Fig. 2) because of the cancellation of positive and negative correlation terms.  

In GCMs, the indirect aerosol forcings are calculated from an empirical relationship 

between Nc and Na based on local measurements that implicitly include mixing influences. 

If this measurement occurs in the regions where R positively co-varies with aerosol 
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loading, because the correlation term enhances the observed first AIE in this case, the 

upper limit of the first AIE will be overestimated. According to our measurements of IEL 

in the North-eastern Pacific, plus the dispersion effect (approximately 0.04 on average10-

12), we may deduce that the first AIE measured by ⅓(ΔlnNc/ΔlnNa) can be as large as 

0.24, whereas the real strength of the AIE estimated from IEH is only around 0.1. Based 

on Boucher and Lohmann model results13, we relate ⅓(ΔlnNc/ΔlnNa) to indirect aerosol 

forcing in W m-2 as shown by the scale on the right side of in Fig.2. Reading from it, our 

measurements of IEH can be translated into the aerosol indirect forcing ranging from -0.4 

to -1.0 W m-2, consistent with the range of 0 to –1.2 W m-2 estimated inversely from 

historical climate record data coupled with a simple climate model2. In other words, the 

uncertainties in forward model calculations of aerosols indirect forcing would be reduced 

by half if proper parameterization of aerosol-cloud interactions such as using the AIE 

value derived from this study were used. Recalling that uncertainties in inverse model 

calculations being about half of those in forward model calculations3, the uncertainties in 

the aerosol indirect forcing from forward model calculations can be therefore reconciled 

with those from inverse model calculations by removing the correlation term contained in 

early estimates of the AIE. Note also that the AIEs with the correlation term are 

positively biased in NEP and negatively biased in SEA. This partially explains the 

contrast of the indirect aerosol forcing between the north and south hemisphere13.     

Due to the different sensitivity of IEH and IEL to mixing, theoretically IEH equals to 

IEL only when mixing evaporation (i.e., ΔlnR/Δlnτa) is null. Therefore, the cross point of 

the best-fitting lines in Fig. 4 represents the mean first AIE unbiased by the mixing-

aerosol correlation term and is independent of measuring locations (see detail in 

Supplementary Information). Our data show that the global mean first AIE is around 0.1 

with 95% confidence interval of less than 0.03 (Fig. 4). Comparing to averaged IEL 

(0.08), the "global" mixing influence is negligibly weak, although locally it can be quite 
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strong in either directions. Since empirical parameterizations are based on fitting data 

observed locally/regionally, the large uncertainties in forward calculations in fact reflects 

the variability of the mixing-aerosol co-variation, not uncertainty in global mean first 

AIE as conventionally thought. 

In short, our work has the following important implications. First, the claimed 

inconsistency among estimates of the first AIE is primarily caused by the correlation term 

that has been implicitly included in most forward estimates by climate models. Removing 

this correlation term, the observed values are fairly consistent from year to year and from 

place to place. Second, our estimate of the first AIE corroborates the inverse model 

calculations of indirect aerosol forcing, which further suggests that forward model 

calculations may have overestimated the indirect cooling effect of aerosols on climate 

due to improper parameterization of the relationship between aerosol loading and cloud 

radiative properties. Third, the upper limit of the first AIE has been overestimated due to 

the correlation term. The large climate sensitivity (> 10 K) based on previous estimates is 

unrealistic. By referring to earlier simple climate model results5, our estimate of the first 

AIE suggests that climate sensitivity is no excess to 3.0 K, therefore indicates a milder 

climate change in the future. 

 

Methods 

In this study, clouds effective radius, optical depth, liquid water path, and drizzle 

index are derived from the Tropical Rainfall Measurement Mission (TRMM) satellite 

data during JJA of 2000 to 200226. Six-hourly NCEP/NCAR (National Center for 

Environmental Prediction / National Center for Atmospheric Research) reanalysis surface 

data combined with TRMM thermal channel data are utilized to obtain geometric cloud 

thickness27. Data of aerosol optical depth are from the Moderate Resolution Imaging 
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Spectroradiometer orbital aerosol optical depth product (MOD04_L2). To ensure that 

measurements are from warm, non-precipitating and single-layer stratocumulus, we use 

the following strict criteria to refine our dataset: 1) infrared cloud top temperature 

warmer than 280 K, 2) cloud effective radius between 8 and 16 μm, 3) liquid water path 

(W) between 20 and 400 g m-2, 4) cloud geometric thickness (H) between 250 and 850 m, 

5) WH-2 between 100 and 500 g m-2 km-2, 6) the absolute value of drizzle index less than 

1.0, and 7) the product of the variances of cloud effective radius and optical depth within 

a TRMM Microwave Imager’s 37 GHz field of view (~12 km) less than 8.0 μm2 (a 

threshold used to filter out non-uniform convective clouds). In addition to these criteria, 

only data with solar zenith angle < 60° and satellite zenith angle < 35° are used to further 

avoid “3D effect” on cloud property retrievals. After the dataset are selected, three-

monthly geometric means within 1° by 1° grid are performed to represent the mean states 

of aerosol and clouds (Fig .1). Using mean data, linear regressions (Figs. 3, S1, and S2) 

are performed to obtain ΔlnR/Δlnτa, IEL, and IEH based on the following models:  

                                                         aY τln~ln  (for NEP only)  

                                                         ),(ln~ln nY aτ  

where, n is a nominal variable. n = 1 when τa > 0.15, otherwise n = 0; Y denotes either 

LH-1 or -reL-1/3 or -reH-1/3. Note that L here is inferred from 2WH-1 because liquid water 

content in stratocumulus clouds increases generally linearly with height. To avoid the 

influence of some outliers, we do regression twice. The second regressions are performed 

after the data points with residual for the first regression greater than 0.18 are discarded. 
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Fig. 1 Three-monthly (June to August) 1° by 1° geometric mean distributions of aerosol 

optical depth τa over the ocean and cloud effective radius re (μm), cloud geometric 

thickness H (m), and liquid water content L (g m-3) over the Eastern sub-tropic oceans 

during 2000 to 2002.  
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Fig. 2 the first aerosol indirect effect observed over the eastern side of the subtropical 

oceans during JJA of 2000 to 2002 with and without the correlation term (shadowed), and 

the in situ measurements from various investigators A-I28. The black error bars represent 

the 95% confidence intervals and the blue denote the range. The horizontal orange lines 

show the mean values. The right y-axis scale the indirect aerosol forcing based on the 

study of Boucher and Lohmann13, the points in magenta are their assumed responses of 

the cloud droplet concentrations to the sulphate aerosols over ocean.  
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Fig. 3 the dependence of lnR on lnτa. Red lines are the best fits. Legend shows the slope 

followed by 95% confidence interval. 
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Fig. 4 the first AIEs measured by IEH and IEL as the function of the correlation between R 

and τa. 
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Supplementary Information: 

 

Most forward calculations of the first aerosol indirect radiative forcing in climate models 

are based on ΔlnNc/ΔlnNa or its surrogates, where Nc and Na are cloud droplet and aerosol 

number concentrations, respectively; and Δ means taking the difference of variables 

between clean and polluted clouds. Since natural clouds are subjected to mixing with 

their ambient drier air, leading to some cloud droplets being evaporated, the measured 

ΔlnNc/ΔlnNa can breakdown into two parts, i.e., 

                                        
a

N

a

c

a

c

N
R

N
N

N
N

ln
ln

ln
ln

ln
ln

Δ
Δ

+
Δ

′Δ
=

Δ
Δ

,                                           (1) 

where  denotes the idealized cloud number concentration without undergone mixing; 

R

cN ′

N is the ratio of  to NcN ′ c. The first term on the right side of (1) indicates the change of 

cloud droplet number in response to the change of aerosol number concentration without 

the evaporation-induced reduction of cloud droplets. The second term on the right side of 

(1), however, is a term arising from the correlation between RN and Na within the group 

of clouds used for analysis. If Na and RN vary randomly or RN is uniform within the group 

of clouds, the averaged value of the second term should be zero. Otherwise, if Na and RN 

vary in a coherent fashion within this group of clouds, a nonzero value will be resulted 

for this term, which can be negative or positive depending on the spatial distributions of 

RN and Na. Since the first aerosol indirect effect is meant to measure the change of cloud 

particle size due to aerosol variation without altering cloud liquid water content1, it 

should be estimated within the clouds that have the same RN. In other words, the first 

aerosol indirect effect proposed by Twomey1 should not be measured by ΔlnNc/ΔlnΝa, 

but by Δln /ΔlnΝcN ′ a.  

 

For non-precipitating stratocumulus clouds, effective radius re, liquid water content at 

cloud top L and cloud number concentration Nc satisfy9: 
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3/13/1 −∝ ce NLr ω ,                                                (2) 

where ω is a non-dimensional parameter depicting the dispersion of cloud drop spectrum. 

Assuming  (here the symbols with prime denote quantities for idealized non-

evaporation), also considering 

LLRL ′= /

HL ∝′ , the depth of the cloud, we deduce the following 

relation from (2) 
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From (1) to (3), noting τa is a proxy of Νa
S1, we have 
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According to the homogeneous/inhomogeneous mixing conceptS2-S4, the inhomogeneous 

mixing process decreases cloud droplet number concentration but without decreasing the 

mean volume radius (i.e., LLNN cc ′=′ // ), while the homogeneous mixing process 

decreases both cloud droplet number concentration and the mean volume radius (i.e., 

). Since in stratocumulus clouds mixing process is dominated by the 

inhomogeneous process, ΔlnR

LLNN cc ′>′ //

N/ΔlnRL should be close to 1. Note that ΔlnRL equals to 

ΔlnR (where, R=LH-1), our data confirms this. Actually our data shows that the ratio 

ΔlnRN/ΔlnRL is slightly smaller than 1 (ref. Fig. 4), possibly because the mixing is close 

to inhomogeneous process for coastal polluted clouds, but between homogeneous and 

inhomogeneous for clean clouds far off the coast. Therefore, the sensitivity of IEL to 

ΔlnRL/Δlnτa is close to 1/3 and that of IEH is close to 0. In other words, IEL and IEH 

measure the first AIE with and approximately without the mixing influence, respectively.  
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Due to the different sensitivities to ΔlnRL/Δlnτa, according to Eq. (4) and (5), IEL equals 

to IEH only when ΔlnRL/Δlnτa is zero, i.e., when correlation term vanishes. Since an 

increase of aerosol loading leads to concurrent increases of droplet concentration and 

relative dispersion of the cloud droplet size distribution, we propose the first AIE should 

be a sum of the two competing effects arising from the change in droplet concentration 

and relative dispersion. Therefore, the first AIE should be measured by the sum of last 

two terms on the right side of (4) or (5).  Recalling IEL=IEH when correlation term 

vanishes, the cross-point of IEL and IEH as functions of ΔlnRL/Δlnτa (ref. Fig.4) represents 

the first AIE unbiased by mixing influence. 
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Fig. S1 The dependence of –ln(reH-1/3) on lnτa. Red lines are the best fits. Legend shows 

the slope followed by 95% confidence interval. 
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Fig. S2 The dependence of –ln(reL-1/3) on lnτa. Red lines are the best fits. Legend shows 

the slope followed by 95% confidence interval. 
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